Software Defined Storage Solution TEAMMAX
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2. Optimized I/O Engine: The self-developed storage 1/0 engine enhances
performance and efficiency, ensuring smooth data operations across the
storage cluster.

. . o 4. Performance Tiering: Allows grouping of different disk types into
3. Seamless Data Migration: AVSTOR SDS supports seamless data migration,
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enabling organizations to transition from legacy systems without data loss application needs. Capacity (TiB) (NFS/CIFS) 2 Replicated(RF2) / TBLERD) e ———
or significant downtime. Erasure Code N+1 & Support

(RF2)

5. Integration with Existing Infrastructure: Supports integration with
AD/LDAP, enabling seamless identity management and access control A=E18 s s Res WP EE s 2= DD
across the storage environment.

4. Rich Features for Object Storage: Includes features like S3 object storage,
data passage between file systems (CIFS/NFS) and S3, ensuring
interoperability and data protection.
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5. Performance and Data Protection: Offers tunable data protection levels,

including replication and erasure coding, to balance performance and AVSTOR SDS is a powerful solution for organizations seeking to

modernize their storage infrastructure. With its scalable, cost-effective,

reliability. The system supports online node expansion and maintenance 4 agil h it add he chall ¢ traditional 10243072 Yes Yes Yes Yes 25 GbE Yes >= 2500 MBps
without service impact. and agile approach, |F addresses the challenges o tra. itiona s'torage
architectures, providing a robust platform for managing today’s data-

6. Management Console: A web-based management console provides an driven enterprises. 4096-10240 Yes Yes Yes Yes 100 GbE Yes >= 4000 MBps

intuitive interface for monitoring and managing the storage environment, www.tmsi.com.tw
offering detailed insights into capacity, performance, and health status. E-mail: support@tmsi.com.tw
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